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Motivation

Small Instance - default*

Tenant
Q 1.7 GB memory
1 EC2 Compute Unit {1 virtual core with 1 EC2 Compute Unit)
160 GB instance storage

32-bit platform
I/ Performance: Moderate

Request API name: ml.small
VMs Large Instance

7.5 GB memory
4 EC2 Compute Units (2 virtual cores with 2 EC2 Compute Units each)

850 GB instance storage
64-bit platform

I/O Performance: High
API name: ml.larae

UNetwork performance is not guaranteed!
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Is this really the case?
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Up to 5x variability

Is this really the case
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Data Transfer IN

All data transfer in $0.000 par GB
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Data analytics on an isolated cluster

@» Map Reduce Completion
ﬁ N d Time
4 hours

Tenant

Enterprise

Data analytics in a mutenant datacenter

Completion
Map Reduie Q%% Results = Tiline
EEE] i 10-16 hours

Ténant
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In 26 % of jobs, In 13 % of jobs,

I network accounts [IN®) Q =4 network accounts
for more than 50% for more than 70%
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Data analytics on an isolated cluster

8 Map Reduce Completion
d Time

‘ Job

Tenant 4 hours

Enterprise

Data analytics in a mutenant datacenter

. Completion
Map Reduie Q%% Results Ti[?ne
Job REREELE] 10-16 hours

Tenant

Variable tenant costs

Expected cost (based on 4 hour completion time) = $100
Actual cost = $25400
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Lack of predictability

Unpredictabilityof application performance
andtenant costs is a key hindrance to cloud adoptjon
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Addressing the Problem

£ Amazon EC2 cluster compute
\/ Guaranteed 1Gbpsbandwidth
UVery expensive for provider / tenants
0 Requires futbisection bandwidth and 1 VM/server

0% 1.68 / houe 20 small instances
UVery limited tenant flexibility

O either 10Gbps or nothing

23 GB of memory
33.5 EC2 Compute Units (2 x Intel Xeon ¥X5570, quad-core "Mehalem”™ architecture)

15690 GB of instance storage

64-bit platform
I/O Performance: Very High (10 Gigabit Ethernet)

API name: ccl.4xlarge

Paolo Costa Bridging the Gap Between Applications and Networks in Data Centers 10



Predictable Data Center Networks

8

Request

Tenant #of VMs
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Predictable Data Center Networks

8

Request

# of VMs and network
demands

Tenant
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Predictable Data Center Networks

6 equest
# of VMs and

Tenant network demands

Virtual
Network

VM| [VM, ]| seeean VMy

£ Extendthe tenantprovider interface to account for theetwork

£ Easiertransition for tenants

b Tenants should be able to predict the performance of applications
running atop the virtual network

£ Provider flexibility

b Providers should be able to multiplex many virtual networks on the
physical network

These are competing design goals

Our abstractions strive to strike a balance between them




